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Figure1: SpeechPlay – (a) Type (b) Compose (c) Pinch scale (d) Drag (e) Hear. 

 
ABSTRACT 
SpeechPlay allows users to create and share expressive 
synthetic voices in a fun and interactive manner. It 
promotes a new level of self-expression and public 
communication by adding expressiveness to a plain text. 
Control of prosody information in synthesized speech 
output is based on the visual appearance of the text, 
which can be manipulated with touch gestures. Users 
could create/modify contents using their mobile phone 
(SpeechPlay Mobile application) and publish/share their 
work on a large screen (SpeechPlay Surface). Initial user 
reactions suggest that the correlation between the visual 
appearance of a text phrase and the resulting audio was 
intuitive. While it is possible to make the speech output 
more expressive, users could easily distort the naturalness 
of the voice in a fun manner. This could also be a useful 
tool for music composers and for training new musicians. 
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INTRODUCTION 
Speech synthesis technology is found in various 
applications, more often as an assistive tool for people 
with a wide range of disabilities [8]. In more recent years, 
with improving quality in the naturalness of synthetic 
speech, the technology has found use in other applications 
including telecommunications, multimedia and robotics 
[4, 12]. Most research on speech synthesis works towards 

the ultimate goal of an artificial system that generates 
truly natural and expressive vocal output [19]. Typical 
‘user-friendly’ text-to-speech (TTS) systems allow users 
to change synthesizer settings through a Graphical User 
Interface (GUI) that has drop-down menus, sliders etc. 
However, with these GUIs, it is difficult for users to 
control the various settings and have an idea of the 
resulting synthesized voice. Text by itself does not 
convey auditory expressiveness when synthesized. 
However, symbols in the form of musical notations are 
able to provide a visual representation of aurally 
perceived tones. In fact, a number of phenomena such as 
the ventriloquism effect [11], ‘McGurk effect’ [16] and 
synesthesia [6] demonstrate how auditory and visual 
information can mutually reinforce or modify sensory 
perception. It has also been shown that the human 
peripheral cortex helps to bind the major aspects of 
audio-­‐visual features to provide meaningful multi-modal 
representations [21]. Thus, we believe that visually 
augmented text could become a powerful tool for 
encoding auditory expressiveness. In addition, touch-
enabled public displays have become mainstream in 
recent years and smart mobile phones have become a 
common accessory. In this work, we focus on enhancing 
social communication by combining these two popular 
media (mobile phones and large displays).  

We do not plan to go into the details of the underlying 
technology behind TTS and emotional speech synthesis. 
Instead, we intend to focus on highlighting the innovative 
ways of how this technology has been applied to 
interactive applications involving the use of visuals 
and/or gestures to manipulate synthetic speech. 
Blankinship and Beckwith [3] developed a standalone 
computer application called Poet Shop which allows a 
user to modify the volume/pitch and the spoken rate of 
synthesized speech through a contour plot and 
manipulation of text typography. In an earlier work on a 
speech to text application by Rosenberger and MacNeil 
[18], speech was represented by animated fonts that 
reflect the emotional aspect of its prosodic contents. Both 
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these work suggest the important link between text 
typography and prosodic contents in expressive speech. 
Alessandro et al. [7], in their interactive voice synthesis 
projects, DiVA and HandSketch, proposed a new method 
of voice synthesis through the use of gestures without 
textual input. While their proposed systems achieve a new 
form of interactivity, they were complicated to use and 
required a considerable level of technical expertise to 
operate [9].  

There has been a number of works exploring the use of 
mobile phones and public displays as a medium of self-
expression and public communication [1, 2, 5, 15]. While 
most of these systems generate visual expressions based 
on texting (SMS), images or computer graphics, they 
however do not experiment with auditory feedback. Our 
fingers have an incredibly rich and expressive repertoire 
[14] which allows us to manipulate objects without even 
thinking about it. Thus, common gestures such as tap, 
drag and pinch have become a natural way to interact 
with touch-enabled user interfaces. In SpeechPlay, we use 
these common touch-based gestures to manipulate the 
visual appearance of a text input that will encode 
expressiveness into a synthesized voice, which can be 
then shared with other users. 

SPEECHPLAY SYSTEM  
The idea behind SpeechPlay is to provide a ‘composition 
playground’ enabling users to synthesize expressive 
human voice. We want to provide a private space for the 
users to experiment with composing and a public space to 
showcase their work and collaborate with others [10, 19]. 
Thus, we developed a system consisting of a mobile 
phone application called SpeechPlay Mobile and a large 
interactive wall called SpeechPlay Surface (Figure 2). 

 

 

Figure 2. Overview of the SpeechPlay System 

Users with SpeechPlay Mobile installed on their mobile 
device first create or modify an existing message. 
Through different touch gestures, users can then augment 
the text to hear a resulting synthesized speech output of 
the message. Once satisfied, SpeechPlay Mobile users 
within the vicinity of the SpeechPlay Surface can upload 
their creative compositions to the display. SpeechPlay 
Surface provides an interactive interface to display some 

of the recently uploaded or viewed text compositions. The 
synthesized speech can be played back to anyone who is 
browsing through these compositions on the touch-
enabled display. Users can select a specific composition 
to hear it or copy it from the SpeechPlay Surface and 
paste on to his/her SpeechPlay Mobile application and 
make modifications to the original composition. These 
interactions encourage user participation by collaborative 
play [17] and active spectatorship [12]. The current 
system has been implemented only on English language. 

Text Typography and Mappings  
The SpeechPlay system provides an intuitive mapping 
between text typography and prosody information in 
synthesized speech. A word spoken at its default rate will 
be displayed at the default size and spacing. Stretching or 
compressing a written word will change its horizontal 
width, thus increasing or decreasing its spoken duration 
(Figure 3a). The motivation for visual representation of 
pitch (frequency) comes from the concept of musical 
notations. The musical staff line and space notation 
together with the position of words (representing the 
musical note symbol) are used for visual representation of 
pitch. The default position is at the middle line, and 
words can either be on the line or space, giving a total of 
11 possible pitch selections. Positions above and below 
the middle line represent an increase and decrease in pitch 
respectively (Figure 3b). From a typographical point of 
view, in text representation, bold or larger fonts are 
typically used to emphasize words such that they stand 
out from the rest of the text. Following this general idea, 
we use a mapping of bold formatting on a written word to 
represent an increase in volume for its synthesized output 
(Figure 3c). Finally, the duration of pauses between 
spoken words is mapped to the horizontal displacement 
between written words (Figure 3d). 
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Figure 3. Illustration of the various Typography Mapping to 
Prosodic Information 
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SpeechPlay Mobile Application  
SpeechPlay system consists of an Android mobile phone 
application called SpeechPlay Mobile and a large 
interactive touch-enabled display called SpeechPlay 
Surface. Users running the SpeechPlay Mobile 
application (Android 2.3 and above) can create a message 
either by typing a new message on their device or by 
copy-pasting an existing message from the SpeechPlay 
Surface (Figure 4a). Users can then augment the text (and 
hear the resulting synthesized voice) by performing 
different functional gestures (Figure 4b). For example, 
moving words to various positions by a single-finger tap-
and-drag will modify the pitch (vertical displacement) 
and pause duration (horizontal displacement), stretching 
or compressing a word by a two-finger pinch gesture will 
change the duration of the spoken word. Double tapping 
on a word gives it a bold typeface that produces an 
emphasis on the audio output (volume increase). Based 
on the formatting and position of words in the 
composition, the application generates a formatted 
Speech Synthesis Markup Language (SSML) message. 
To listen to the composition on their mobile device, users 
upload the SSML message to SpeechPlay Surface, which 
will interpret the message on its TTS engine and generate 
a corresponding audio file. The audio file is then 
streamed back to the SpeechPlay Mobile application for 
an audio preview. 

  
      (a)    (b) 

Figure 4: Interface of the SpeechPlay Mobile Platform 

SpeechPlay Surface  
SpeechPlay Surface takes form as a large touch screen 
display (Figure 5). This acts as a centralized system for 
synthesized speech generation and an interface for 
downloading and collating compositions to and from 
SpeechPlay Mobile application. At the heart of 
SpeechPlay Surface is a computer (Macbook Pro, OS 
10.7) running a TTS engine provided by CereProc 
(www.cereproc.com), which process the SSML messages 
from SpeechPlay Mobile to generate a synthesized 
output.  

Compositions uploaded to SpeechPlay Surface will 
appear as an entry in an animated 3D tag cloud. A person 
standing in front of the touch screen can browse through 
the tag cloud and tap on a keyword to bring out its 
corresponding composition, which will be displayed on 
the right side of the screen beside the tag cloud. The 
person can then listen to the composition and choose to 
download the entire composition to their SpeechPlay 

Mobile application where they can add a new line, change 
words and/or re-augment the text. The modified 
composition can be shared back in the SpeechPlay 
Surface as a new entry.  

 
Figure 5: SpeechPlay Surface 

USER REACTIONS 
During the initial interactions with six users, we were 
able to identify two distinct user behaviors. Some users 
took a fairly long period of time to augment the message 
and were interested in getting a more natural and 
expressive speech output. The other users took the task in 
the opposite direction and came up with fun and often 
unnatural sounding speech output within a very short 
period of time. Most users were quick to pick up on the 
idea of manipulating words through gestures on their 
mobile devices and all felt that the relationship between 
the text typography and speech prosodic information was 
intuitive. Most users like the fun aspect of the system and 
the ability to add expressiveness to a plain text message. 
It was interesting to note that several users hoped for a 
musical component to the system where one could 
compose lyrics using the same interface given some 
background music as a guide. 

FUTURE DIRECTIONS 
SpeechPlay is still very much a work in progress. We are 
in the process of extending the existing work to allow 
augmentation of text at the syllable level within a word. 
This will open the possibility of adding more variation to 
expressive speech output. With the ability to control 
synthesized speech at the syllable level, we also plan to 
introduce a musical component to a future version of 
SpeechPlay. This will allow music and lyrics composition 
to be fun and interactive, making it a useful tool for 
composers. We also intend to look into applications of 
SpeechPlay for speech-impaired people. 
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